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Model !𝑓(0.6) !𝑓(1.6) !𝑓(2.0)
Eyeballing ? ? ?

Linear regression 0.192 0.192 0.166

Linear regression w/ quadratic 0.315 0.084 -0.959

Nonparametric 1.368 0.076 -

THE REAL TRUTH!, 𝑓(𝑥) 0.775 1.265 1.414



And the winner is…

Model MSE MSE
(interpolation)

Eyeballing ? ?

Linear regression 0.992 0.709

Linear regression w/ quadratic 2.410 0.883

Nonparametric - 0.883

Truth: 𝑦 = 𝑥 + 𝜖, where 𝜖	~	Normal 0,1 .



What happened?
• There were few observations, relative to the complexity of most 

models (except perhaps linear regression);
• The observed data were a random sample from the true “data-

generating process”, 𝑓 𝑥 + 𝜖;

BUT

• By chance, patterns appeared that are not in the true 𝑓(𝑥);
• The more flexible models '𝑓(𝑥) overfitted these patterns.





Thought experiment
• Imagine we had sampled another 5 observations, re-trained all 

of our models, and predicted again. 
• Each time we remember the predictions given. 
• We do this a large number of (say, 1,000,000,000) times, and 

then take the average for the predictions over all samples
Questions
1. Which model(s) would give the right prediction on average?
2. Which model(s) would give wildly varying predictions?
3. Which model(s) would you guess have the lowest MSE 

overall?



Unbiased
Model that gives the correct prediction, on average over samples 
from the target population
• Unbiased in our example: nonparametric, square-root
• Biased in our example: all others

High variance:
Model that easily overfits accidental patterns.
• High variance in our example: nonparam., quadratic, sq-root
• Low variance in our example: linear regression



Bias and variance in our example

Some, possibly surprising, conclusions:

• The best model in one sense is the worst model in the other!
• The “correct” model is not (necessarily) the best model!



Bias-variance tradeoff

• Flexibility ➞ less bias
• Flexibility ➞ more variance

Bias and variance are implicitly linked because they are both 
affected by model complexity (“flexibility”, “capacity”)



What do you mean by “complexity”?
• Amount of information in data absorbed into model;
• Amount of compression performed on data by model;
• Number of effective parameters, relative to effective degrees of 

freedom in data.

Examples of things that make model more “complex”:
• More predictors in linear regression
• Higher-order polynomial in linear regression (𝑥!, 𝑥", 𝑥#, etc.);
• Smaller “neighborhood” in kNN
• ...



Question: 

Does the bias-variance tradeoff occur with n = 5?

Does the bias-variance tradeoff occur with n = 5,000,000,000?





𝐸 MSE = Bias! + Variance + 𝜎

Population mean squared error is squared bias PLUS model 
variance PLUS irreducible variance.

(The E means “on average over samples from the target 
population”).





The train-val-test paradigm



Will my model succeed?
These factors should determine your success:

1. How doable the problem is in the first place: irreducible error;
2. How complex the model '𝑓(𝒙) is;
3. How complex the true function 𝑓(𝒙)	is;
4. The sample size.

All tricks of the trade attack one or more of these!



Problem Some ideas for plan of 
attack

Example

Irreducible error Get more features;
Reduce measurement error

LIDAR on car;
Multiple rating 
radiologists

Model complexity Try models with range of 
complexity;
Include prior knowledge in the 
model

Download 
pretrained model 
and use that as 
starting point

Task complexity Choose something easier;
Influence the process

Paint road signs for 
self-driving

Sample size Get more examples Why not use all of 
Wikipedia for NLP?



Question: What observations are we supposed to take the 
“average” over when calculating metrics for '𝑓(𝒙)?

A. Observations used to fit '𝑓(𝒙).
B. New observations from the same source.
C. New observations from the intended prediction situation.
D. Other.



Back to reality!
Problem:
• Wait, we don’t actually have the population!
• And our training data were already used to train the model…

Solution:
• Instead, we will take a new, pristine, sample from population:
• The test data



Train/dev/test
Training data:

Observations used to train (“fit”, ”estimate”) '𝑓(𝒙)

Validation data (or “dev” data):
New observations from the same source as training data
Used several times to select model complexity)

Test data:
New observations from the intended prediction situation

Question: Why don’t these give the same average MSE?



REDACTED

REDACTED



Learning curves: n vs. performance



Learning curves

Viering & Loog (2021). The Shape of Learning Curves: a Review. https://arxiv.org/pdf/2103.10948.pdf

Linear regression

Deep learning

https://arxiv.org/pdf/2103.10948.pdf


The train-val-test paradigm

• The idea is that the average squared error in the test set 
MSEtest is a good estimate of the “Bayes error” E(MSE)
• This only holds when the test set is “like” the intended 

prediction situation!



Drawbacks of train/dev/test
• the validation estimate of the test error can be highly variable, 

depending on precisely which observations are included in the 
training set and which observations are included in the 
validation set.
• In the validation approach, only a subset of the observations —

those that are included in the training set rather than in the 
validation set — are used to fit the model.
• This suggests that the validation set error may tend to 

overestimate the test error for the model fit on the entire data 
set.

From https://lagunita.stanford.edu/c4x/HumanitiesScience/StatLearning 



K-fold crossvalidation
• “Cross-validation” often used to replace single dev set 

approach;
• Perform the train/dev split several times, and average the 

result.
• When K = n, “leave-one-out”; 
• Usually K = 5 or K = 10





Consider a simple regression used to predict an outcome:

1. Starting with 5000 predictors and 500 cases, find the 100 

predictors having the largest correlation with the outcome;

2. We then fit a linear regression, using only these 100 predictors.

Class exercise:

• How do we estimate the test set performance of this classifier?

• Can we apply cross-validation in step 2, forgetting about step 1?



Answer: In Step 1, the procedure has already seen the labels of 

the training data, and made use of them. This is a form of 

training and must be included in the validation process!







Common task framework (CTF)
a.k.a. “benchmarking”



The Common Task Framework
(a) A publicly available training dataset
(b) A set of enrolled competitors whose common task is to infer 
a class prediction rule from the training data. 
(c) A scoring referee, to which competitors can submit their 
prediction rule. 
• The referee runs the prediction rule against a testing dataset, 

which is sequestered behind a Chinese wall.
• The referee objectively and automatically reports the score 

achieved by the submitted rule.

Donoho (2017). 50 years of data science. J Comp Graphical Stat.



CTF/benchmarking advantages
1. Error rates decline by a fixed percentage each year, to an 
asymptote depending on task and data quality. 
2. Progress usually comes from many small improvements; a 
change of 1% can be a reason to break out the champagne. 
3. Shared data plays a crucial role—and is reused in unexpected 
ways.



Imagenet

Future Nobel (?) Fei-Fei Li (李飞飞)



https://aiindex.stanford.edu/wp-content/uploads/2021/03/2021-AI-Index-
Report_Master.pdf

https://aiindex.stanford.edu/wp-content/uploads/2021/03/2021-AI-Index-Report_Master.pdf
https://aiindex.stanford.edu/wp-content/uploads/2021/03/2021-AI-Index-Report_Master.pdf






Protein folding







Not great for the environment?
Stubel et al (2019)





Let’s take a look at an existing challenge we can actually do






